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#### Abstract

Discrete graphs are commonly used to approximately represent configuration spaces used in robot motion planning. This paper explores a representation in which the costs of crossing local regions of the configuration space are represented using piecewise linear regression (PLR). We explore a few simple motion planning problems, and show that for these problems, the memory required to store the representation compares favorably to that required for standard discrete vertex-and-edge models, while preserving the quality of paths returned from searches.


## I. Introduction

The development of the $\mathrm{PRM}^{*}$ and RRT* and related algorithms has shown that in principle, sampling-based planners can return trajectories that approach the minimum cost for some metric as the number of samples approaches infinite. But how much memory and computation time are really needed to adequately approximate optimal motion? Even in an empty space, we expect a PRM* graph to require dense sampling, since samples must be near the optimal path; the present work attempts to exploit smoothness of the metric to build approximations that do not need such dense sampling.

This paper presents a data structure, the regression complex (RC), for summarizing approximately optimal motion in robot configuration spaces. While the approach does not escape the curse of dimensionality, it does take advantage of smoothness in the configuration-space metric to build cells that summarize information that might otherwise require many samples. Regression techniques are used to express the distance between boundary points of each cell, smoothly approximating the cost function that would otherwise be implicitly represented using a large number of edges between samples within each cell. Because cells are large, the true cost of a path can be estimated quickly in a query phase.

Memory-efficient data structures for motion planning are important. As cloud computing and faster processors make computation more available, memory is often the bottleneck in motion planning. Consider any robot supported by cloud infrastructure, which needs the brunt of its motion planning computed remotely. Large data structures like PRMs can be constructed using offline preprocessing, but to make the information available to robots locally requires storage or transmission across a network. The present work provides a light-weight data structure that can be constructed remotely, transmitted once, and used by the robot for multiple planning queries. The approach uses a divide-and-conquer strategy, allowing separate regions of the search space to be processed sequentially (to reduce memory) or in parallel (for speed). The parallelizability of the construction procedure also has promising applications using distributed computing.

Weifu Wang Devin Balkcom

## A. A simple example


(a) 2D environment

(b) Cell distance functions

(c) Error between prediction and ground truth
(1) Complex with distance calculated from visibility graph

Consider the trivial example of a planar space for a point robot with polygonal obstacles in Figure 1a. We have broken the space into a $3 \times 3$ grid of square cells. We parameterize the boundary $S$ of each cell with a real number in the range $[0,4)$. Let the cost function between points on the boundary be $f_{i}: S \times S \mapsto \mathbb{R}$, where $i$ is the index of the cell. Figure 1 b shows each of the boundary cost functions for the nine cells.

These functions are not defined everywhere, since some paths may not exist; these regions are shown in gray. The red dots in Figure 1a shows points along a path extracted from the distance functions using techniques from the paper, and the blue path shows a refinement of the path that avoids obstacles within the cells.

Figure 1b is not a regression complex, but was generated by sampling the visibility graph [14], which can be used to find optimal paths in planar environments with polygonal obstacles and a local Euclidean metric. The paper will describe how such distance functions may be approximated using regression techniques, how paths may be extracted using the data structure, and evaluates the usefulness of the data structure. Figure 1c shows the error between approximated distances and ground truth, where the ground truth is computed using a visibility graph. The RMSE is 0.0001658 in this case.

## B. Weaknesses and limitations

This paper makes the same strong assumptions as PRM*: that the configuration space is fully known, and that there is a local planner that can connect pairs of nearby configurations optimally without too much computational expense.

The present work is preliminary, and provides at best an exploration of an alternative to popular sample-and-edge discretizations of configuration spaces. How should these regression complices be constructed efficiently? How should they best be searched for a path? Once a path is found, how can it be refined to avoid obstacles within each cell? We don't know. For each of these phases of construction, query, and refinement, we have explored only a first approach. For example, in the construction phase, we use a PRM* to measure the underlying cell-crossing metric that the regressions approximate, though we are certain that a $\mathrm{PRM}^{*}$ is costly and unwieldy for the purpose. We focus on a piecewise linear regression technique for transparency, but can imagine that other techniques (such as neural networks) might be as or more effective. Similarly, in the query phase, we discretize cell-boundaries and search, though the existence of a smooth approximation of the metric strongly suggests an optimization approach like that used by Field D* [10].

Experimental work, though promising, is limited so far to examples in a few dimensions, due in part to the computational cost of sampling the value functions exhaustively.

## II. RELATED WORK

Work in the present paper attempts to pre-compute and compactly represent cost and connectivity information about robot state or configuration spaces for motion planning, dividing search into learning and query phases, just as sampling-based [12] approaches do. The PRM* [11] algorithm and its relatives have shown that as samples are placed densely enough, with enough connecting edges and an optimal local planner, sampling-based planning methods can approximate optimal motion with high probability. However, this approximation comes with a memory cost - in an example in [11], the $\mathrm{PRM}^{*}$ algorithm continues to meaningfully
improve upon the path cost while 50000 samples are placed, in a planar environment for a point robot with no obstacles. We can imagine why: a sampling-based planner must place samples quite finely within a tube surrounding a minimumcost trajectory to approximate that trajectory, and PRM* must effectively do so for every potential pair of start and goal configurations.

Work on graph spanners [15, 13, 22] has shown that many of the edges in such graphs can be deleted without too much harm to the path quality. Our own prior work [1] finds formal upper bounds on the complexity of approximating optimal trajectories through cell decomposition, but the memory costs, while finite and computable for any given space, are high.

Approaches that remove or avoid placing vertices, such as the Visibility PRM [20] and certificate methods [4, 8], must sacrifice optimality. Similarly, trees or graphs of controllers (e.g. LQR trees [21]) may cover large regions of space nicely, but are focused on robust control rather than optimal path cost. In [6], a metric for swept volume is learned, and serves as an effective and admissible heuristic for planning.

Smooth approximations of value functions are quite common in reinforcement learning, but have also made some appearance in robot motion planning. For example, work by Rayner, Bowling, and Sturtevant [18], remaps a motion problem with obstacles in such a way that Euclidean distance in the warped map serves as a heuristic for the original problem. Recent work by Faust et al. [9] explores a combined sampling and reinforcement-learning approach to long-range planning, addressing some of the same computational issues as the present paper, but with less focus on optimal motion. Network embeddings also attempt to find a function that expresses distance between vertices in a network; [7] provides a recent survey.

Neural networks have been used to learn value functions derived from optimal control; one of the first examples is [16]. The present work uses a simple piecewise linear regression in the interest of transparency, and also attempts to represent an all-pairs problem, rather than a one-shot planner to a single goal configuration. Distance metric approximation for RRTs using supervised learning [3] has been used for tasks such as pendulum swing-up problems, but is likewise focused on one-shot planning.

Our previous work on Locally Linear Distance Maps (LLDM) [17] explored using piecewise linear regressions of the distance-to-goal as a heuristic for existing motion planning algorithms. Instead of using the linear regressions as a heuristic, the regression complex uses the same regression method to approximate boundary-to-boundary costs in each cell of the complex.

## III. The regression complex

In this section, we describe an approach to constructing and querying the regression complex (RC) data structure using a piecewise linear regression to approximate cellcrossing costs.

(2) Four different relationships among boundary points

We will need some notation. Let $Q_{f} \subseteq Q$ denote the free regions of $Q$. Let $\Delta: Q_{f}^{2} \mapsto\{0,1\}$ be a local planner that determines if two states $q_{1}, q_{2} \in Q_{f}$ are connectable. If the states are connectable, we assume that the local planner is also capable of providing the cost of an optimal path between $q_{1}$ and $q_{2}$. Let $d: Q^{2} \mapsto \mathbb{R}_{\geq 0}$ denote the distance metric between pairs of states.

## A. PLRC*: Construction phase

The construction phase decomposes $Q$ into a set of cells $\mathcal{C}$, where each cell $C \in \mathcal{C}$ is an $n$-dimensional hypercube. For each cell, the basic approach is to sample distances between pairs of points along the boundary of the cell, and then to use this data to build a regression.

Let $B(C)$ represent the boundary of a cell $C$. We associate with each cell $C$ a regression $R_{C}: B(C) \times B(C) \mapsto \mathbb{R}_{\geq 0}$ that maps pairs of points on its boundary to the distance between them. A classifier $K_{C}: B(C) \times B(C) \mapsto\{0,1\}$ is also constructed to represent the connectivity of pairs of boundary points.

We enumerate four cases that the relationship between a pair of points on the boundaries of a cell may fall into, shown in Figure 2; we handle each of these cases differently in the representation of the regression complex data structure.

Two points on the boundary of a cell are connectable by a path that remains within a cell ( $2 \mathrm{a}, 2 \mathrm{c}$ ), or they are not ( $2 \mathrm{~b}, 2 \mathrm{~d}$ ). Although one could imagine the path cost between unconnectable points as infinite, the resulting discontinuities in the value function are problematic for a smooth regression representation.

We use two approaches to mask out unconnected configurations from the regression. First, we use a collision detector to find if either boundary point is itself in collision with an obstacle. If so, we discard the sample. Second, if the boundary points themselves are collision-free, but the local
planner fails to find a path connecting the points without leaving the cell, we record this fact using a classifier, the implementation of which we discuss below.

Restriction of the local planner to find only paths completely constrained to the current cell is an important design decision for the approach, and means that the regression does not encode the true value function between each pair of boundary points. Instead, some search over adjacent cells may be needed to connect two points on the boundary over a cell, and a cell may need to be crossed several times by a path found in the query phase. Allowing this to happen separates the problem of determining cell size from the geometry of the obstacles, allowing much larger cells than those used in typically cell-approximation methods for motion planning (e.g. [1, 2]).

We also introduce an optimization to exploit the fact that for paths that do not contact obstacles (Figure 2a), the local planner already provides an accurate local metric. In some cases, the local planner provides a useful estimate even if a path gently grazes an obstacle. Therefore, rather than representing the cell-crossing distance function directly, we represent the difference between the cell-crossing distance function and the metric provided by the local planner. Thus, if the local planner is accurate over some region without obstacles, the regression needs only to store the value 0 over that region.

The training data used for the cost regression and the connectivity classifier might be found in various ways. For simplicity, and for simplicity of comparison with standard PRM* we make use of a local PRM* inside the cell.

## B. Piecewise linear regression

The Piecewise Linear Regression (PLR) used to approximate cell-crossing distance functions is discussed in greater detail in a technical report [17], along with proofs of convergence and use cases. The technique is straightforward. We would like to approximate a function from $R^{n} \mapsto R$. The PLR subdivides the space into cells using a Binary Space Partition (BSP), sampling the function as it goes, and using the samples to compute a linear approximation in each cell of the BSP. The error may then be estimated using further samples; if needed, the BSP is refined further. We used the same structure with a threshold value of 0.5 as the cell's connectivity classifier $K_{C}$.

All experiments presented in this paper use the piecewise linear approach to regression and classification, since this approach is quite transparent, simple to implement, requires little tuning, and provides some guarantees that at least the samples selected during training will be fit well, giving us some confidence in the overall approach.

However, the regression complex framework is modular and any general-purpose regression technique can be applied; we are hopeful that for higher dimensions, other regression techniques will prove effective. We ran preliminary tests using both feed-forward deep neural networks and XGBoost [5]; results were useable but somewhat less robust in terms of quality of fit for similar memory costs, perhaps due
to our lack of insight into how to best design the architecture and tune the parameters.

## C. PLRC*: Query Phase

Given a start configuration $s \in Q_{f}$ and a goal configuration $t \in Q_{f}$, a query is performed using a simple graph search with discretization along the boundaries, as described below:

1) Boundary graph construction: We construct a weighted graph $G_{b}=\left(V_{b}, E_{b}, w_{b}\right)$, whose vertices $V_{b}$ are samples in $Q_{f}$ along the boundary of every cell $C \in \mathcal{C}$. The edges $E_{b}$ are pairs of points that are in the same cell $C$ and are classified as connectable by $K_{C}$, i.e. $E_{b}=\left\{\left(q_{1}, q_{2}\right)\right.$ s.t. $q_{1}, q_{2} \in C, K_{C}\left(q_{1}, q_{2}\right)=1$ for some $\left.C\right\}$. The weight map $w_{b}$ for each edge is calculated using the regressor, namely $w_{b}\left(q_{1}, q_{2}\right)=R_{C}\left(q_{1}, q_{2}\right)$. We then run A* search over $G_{b}$ to return the path $P_{0}$, the unrefined path whose waypoints represent the points that the final path $P$ needs to go through.
2) Path refinement: One can imagine many ways of reconstructing $P$ from $P_{0}$. A PRM* could be constructed within each cell that $P_{0}$ passes through, and the path between each waypoint could be calculated using A* search. However, this approach requires constructing an incredibly dense $\mathrm{PRM}^{*}$, which is costly in terms of memory and defeats the purpose of using this algorithm. Alternatively, an optimizer could be used to place intermediate points between each waypoint such that the path between the added points is collision-free and the cost is minimized. Our approach uses the optimizer, and incrementally starts by attempting the connection with a single intermediate point. If the connection fails, an additional point is added and the procedure continues until the points are connected. This is guaranteed to terminate because the points on the graph were classified as connectable by their cell's classifier $K_{C}$.

## IV. EXPERIMENTS

This section presents the results of several computational experiments in which PLRC data structures are constructed and queried. For comparison, we also construct and query PRM* graphs directly.

To measure the memory cost of each approach, we compute the number of floating points needed to store each data structure; this is a rough but perhaps useful estimate. For the PLRC, the memory cost includes the cost of both the regressor and the classifier. The cost of each is the sum of the number of numbers needed to store the parameters for each linear regression, the bounds of each cell in the BSP, and the number of cells needed, based on the depth of the BSP. The memory cost of $\mathrm{PRM}^{*}$ is just the memory cost of storing the vertices and graph, which is $N * D+N * k * 3 / 2$, where $N$ is the number of sample points used in the construction phase, and $k$ equal to $\log (2, N)$.

## A. Planar point robot among polygonal obstacles

We performed our first experiments for a planar point robot with $q=(x, y) \in \mathbb{R}^{2}$. The robot moves amongst polygonal obstacles from a start configuration to a goal configuration.

We tested several different environments, and present results (Table I) for two of the more interesting, which we name world-doors (Figure 3) and world-maze (Figure 4). We used different numbers of cells, ranging from 4 to 32 (PLRC*-4 to PLRC*-32).

From Table I, we can see that the memory required to store the PLRC data structure is about 20 times less than that required for the $\mathrm{PRM}^{*}$ for these examples, and query of the PLRC returns a slightly more accurate approximation of the path cost. (The optimal path distance of maze-doors is 5.859918264 and of maze-world is 3.911704702 calculated from visibility graph[14].)

(a) PLRC*-16 with optimizer for reconstruction

(c) Connection relationship
(d) Path from PRM* between boundary points
(3) World-maze: PRM* paths, and PLRC*-16 with different refinement techniques

Surprisingly, when the number of cells increases, PLRC* seems to require less memory. When we divide the regions into more small cells, the number of sample points become smaller and the distances of those points has lower variance; the piecewise linear regression subdivides these simpler smaller cells less.

The query phase of PLRC returns only the path cost and some points where the approximation of the optimal path intersects with cell boundaries. To find a higher-resolution path that avoids obstacles within cells, some refinement step is required, as described above.

Figure 3a and Figure 4a show the path after refinement by optimization techniques and Figure 3 b and Figure 4 b show a path after refinement using a local $\mathrm{PRM}^{*}$ built within each cell along the approximately optimal path. We note that the optimizer returns very good paths indeed, but the comparison to $\mathrm{PRM}^{*}$ is not quite fair, since $\mathrm{PRM}^{*}$ does not execute a refinement step. Figure 3d and Figure 4d shows the path computed by PRM* directly. Figure 3c and Figure 4c shows the connectivity of boundary points, as captured by the classifier.

| Environment | Algorithm | Memory cost (FP) | Unrefined cost | Query time (sec) | Refinement method | Path cost | Refinement time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| WORLD-DOORS | PRM* | 215000 | - | 0.09644 | - | 6.14225 | - |
|  | PLRC*-4 | 9184 | 6.04741 | 0.01806 | Optimizer | 5.88847 | 161.16488 |
|  |  |  |  |  | PRM* | 6.10913 | 41.43030 |
|  | PLRC*-16 | 4620 | 6.01461 | 0.00956 | Optimizer | 5.89986 | 14.75135 |
|  |  |  |  |  | PRM* | 6.07112 | 18.71936 |
|  | PLRC*-32 | 3968 | 6.04388 | 0.00933 | Optimizer | 5.94593 | 12.99612 |
|  |  |  |  |  | PRM* | 6.10998 | 12.47269 |
| WORLD-MAZE | PRM* | 215000 | - | 0.03401 | - | 4.09641 | - |
|  | PLRC*-4 | 21224 | 3.99711 | 0.00449 | Optimizer | 3.97747 | 1.65003 |
|  |  |  |  |  | PRM* | 4.07569 | 19.37482 |
|  | PLRC*-16 | 5058 | 3.99963 | 0.00288 | Optimizer | 3.94168 | 2.61319 |
|  |  |  |  |  | PRM* | 4.07431 | 7.29743 |
|  | PLRC*-32 | 4874 | 3.97164 | 0.00809 | Optimizer | 3.93096 | 15.92245 |
|  |  |  |  |  | PRM* | 4.06221 | 9.44786 |

(I) Comparison between PRM* and PLRC* in different number of cells

| Environment | Algorithm | Memory cost <br> $(\mathrm{FP})$ | Unrefined cost | Query time <br> $(\mathrm{sec})$ | Refinement <br> method | Path cost | Refinement <br> time |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3D Arm in <br> WORLD2 | PRM $^{*}$ | 210875 | - | 0.11388 | - | 5.44542 |  |
|  | PLRC* $^{*}-8$ | 21554 | 5.23471 | 0.04129 | PRM $^{*}$ | 5.40983 | 22.37812 |
| RS Car in <br> WORLD-DOORS2 | PRM $^{*}$ | 180000 | - | 0.083801 | - | 5.77792 |  |
|  | PLRC $^{*}-8$ | 25122 | 5.48602 | 0.035062 | PRM $^{*}$ | 5.69049 | 33.10321 |

(II) Comparison between PRM* and PLRC* for 3D arm and RS car

(a) PLRC* ${ }^{*} 16$ with optimizer for reconstruction

(c) Connection relationship between boundary points

(b) PLRC*-16 with PRM* for reconstruction

(d) Path from PRM*
(4) World-doors: finding path with prm* and PLRC*-16 with different reconstruction techniques

## B. n-joint revolute arm

Our next experiments were performed on an n-joint revolute arm whose configuration can be described by $q=$ $\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right)$. For simplicity, we add a constraint $\theta_{i} \in$ $[-\pi, \pi] \forall i \in[n]$.

We define the distance metric $d\left(q_{1}, q_{2}\right)=$

(5) 3-joint revolute arm path obtained by PLRC* from $(0,0,0)$ (blue) to $\left(\frac{\pi}{2}, 0,0\right)$ (red) in World2. Total path cost 5.40983, compared to 5.44542 for $\mathrm{PRM}^{*}$.
$\max _{i \in[n]}\left|q_{2}[i]-q_{1}[i]\right|$, where $q[i]$ denotes the $i$ th parameter of $q$. Note that if we assume that each joint has the same bound on its angular velocity, the above metric represents the time cost of going from configuration $q_{1}$ to $q_{2}$. The first row of Table II shows the comparison results of 3 R arms from PRM* and PLRC*-8, where the memory cost of PRM* is 23 times of PLRC*-8 while the path accuracy of PLRC*-8 is much higher than $\mathrm{PRM}^{*}$. Figure 5 shows path obtained from PLRC*-8.

(6) Reeds-Shepp Car path obtained from PRM* (blue, path cost 5.77792) and PLRC* (red, path cost 5.69049)

## C. Reeds-Shepp Car

We tested the algorithm on a Reeds-Shepp car [19] with obstacles which is showed in Figure 6. The second row of Table II shows the comparison results of Reeds-Shepp car from PRM* and PLRC*-8, where the memory cost of PRM* is 7 times of PLRC*-8 while the path accuracy of PLRC*-8 is higher than PRM*.

## D. Comparison to spanner algorithms

As a memory-efficient representation for motion planning, spanners can also save much space compared to traditional roadmaps, while returning good quality paths [15, 13, 22]. However, one of the major differences is that the spanners are sub-graphs of the roadmaps, though some approaches are online and never store the complete roadmap graph [22].

In a direct comparison based on our own prior published work, the spanner algorithm presented in [22] (WSS) on average retains 20 to $30 \%$ of the edges needed by PRM $*$. The number of edges retained can drop to around $10 \%$ or even lower if a large enough stretch for the spanner is provided. At the same time, the average path quality for the WSS is 10 to $20 \%$ worse than that of PRM $*$, due to the loss of edges. The quality of paths does not change much even for a significantly large stretch. One advantage of the WSS is its runtime, which is 50 to $70 \%$ faster compared to $\mathrm{PRM} *$, as many collision detections are not needed for the edges discarded by WSS online.

In conclusion, the WSS spanner algorithm, though faster, retains usually 10 times the data needed compared to the regression-based approach, and still outputs paths with worse quality.

## V. USE CASE: HIGH MEMORY COST CELL PLANNERS

One key advantage of using the regression complex approach is its ability to process the configuration space $Q$ on a cell by cell basis, avoiding the need to store each cell planner for the entire complex. Once a cell $C$ has its all-pairs distance information summarized via the regressor $R_{C}$ and classifier $K_{C}$, all information specific to that cell
planner can be discarded. Consider an instance of a motion planning problem where a PRM* is used as the cell planner. If PRM* must be used across the entire space, the entire roadmap must be maintained and searched across. With a regression complex, a PRM* is constructed in each cell, which is then summarized and discarded. When a query is run on the regression complex, cells for which the cell planner is required (see subsection III-C) can reconstruct the $\mathrm{PRM}^{*}$ in that cell alone. Figure 7 depicts the regression complex run on a maze with a PRM* cell planner. Note that although Figure 7 shows PRM $^{*}$ s for each cell was relevant to the query, there is no need to keep more than one cell's cell planner in memory at any given time - once the path is found, the cell planner may be discarded. This approach allows motion planning for problems where planning over the entire configuration space requires too much memory to be computationally feasible. In the example shown by Figure 7, the regression complex had a maximum memory usage of 163,200 floating points, whereas a $\mathrm{PRM}^{*}$ of equivalent path quality required a maximum memory usage of 460,000 floating points.

(7) Reconstructed cell planners for a regression complex on for a problem with an intricate configuration space.

## VI. PLRC* Asymptotic Completeness and Optimality

The following proofs refer to a PLRC* is used to solve a motion planning problem $\left(Q, q_{s}, q_{t}\right)$ with a robust solution $\sigma^{*}:[0,1] \mapsto Q_{f}$ with strong $\delta$-clearance.

Let $\mathcal{C}$ denote the complex of regression cells generated by the PLRC*. Let $G_{b}=\left(V_{b}, E_{b}, w_{b}\right)$ be the query graph described in subsubsection III-C.1. Assume that each cell $C \in \mathcal{C}$ uses PLR with minimum cell edge size $\epsilon$ as regressor and classifier, and that boundary samples are placed in a grid with step size $\epsilon_{s}$.

Because the cells in $\mathcal{C}$ cover all of $Q$, any path between configurations must trivially cross the boundaries of $\mathcal{C}$. We can define these crossing points as the values $b_{1}, \ldots, b_{n}$ of
$\sigma^{*}$ which corresponds to a path $\pi_{b}=\left(\sigma^{*}\left(b_{1}\right), \ldots, \sigma^{*}\left(b_{n}\right)\right)$ such that each $\sigma^{*}\left(b_{i}\right) \in B(\mathcal{C})$.

Lemma 1 (Convergence of boundary graph accuracy):
Let $\pi^{*}$ denote the shortest path from $q_{s}$ to $q_{t}$ on boundary graph $G_{b}$. As $\epsilon \rightarrow 0$ and $\epsilon_{s} \rightarrow 0$, the distance between each configuration $\pi^{*}[i]$ and $\pi_{b}[i]$ approaches 0 .

Proof: Because the boundary sampling method samples cells with a sampling width of $\epsilon_{s}$, any configuration $q \in$ $B(\mathcal{C})$ is at most $\operatorname{dim} * \epsilon_{s}$ away from a sample $q_{V}$, where $\operatorname{dim}$ is the dimensionality of the C -space $Q$. Thus as $\epsilon_{s} \rightarrow$ 0 , the distance from $q$ to the nearest configuration $q_{V} \in V$ approaches 0 . To show that the nearest $q_{V}$ is on the path $\pi^{*}$, we show that the edge weights $w_{b}$ match the distance function $d$ at the limit of $\epsilon$.

Given a value function $V(\cdot)$ with Lipschitz continuity factor $\kappa$, we know from Theorem 2 of [17] that for the approximation $L(\cdot)$ from the PLR, $|V(q)-L(q)| \leq$ $\frac{5}{2} \kappa \epsilon \sqrt{n} \forall q \in Q$. Consider the regression $R_{C}$ over the all pairs distance function $d$, which PLRC* uses to calculate the graph weights $w_{b}$. By the inequality above, as $\epsilon \rightarrow$ $0,\left|R_{C}\left(q_{1}, q_{2}\right)-d\left(q_{1}, q_{2}\right)\right| \rightarrow 0$ as long as $q_{1}$ and $q_{2}$ are correctly classified. The accuracy of $K_{C}$ with respect to the connectivity function converges to 0 by the same argument.

Because $w_{b}$ is a good approximate of $d$ in the limit of $\epsilon$ and $\pi^{*}$ is the shortest path on $G$, we know that if configurations are sampled close to each boundary waypoints $q$, the nearest configuration $q_{V} \in V$ must be on $\pi^{*}$. Therefore as $\epsilon \rightarrow 0$ and $\epsilon_{s} \rightarrow 0$, the distance between each configuration $\pi^{*}[i]$ and $\pi_{b}[i]$ approaches 0 .

Theorem 1 (Resolution completeness of LPRC*): LPRC* is resolution complete with respect to $\epsilon$ and $\epsilon_{s}$.

Proof: Let $\sigma$ denote the path produced by PLRC $^{*} . \sigma$ is constructed from the waypoints in $\pi^{*}$ using the cell planner between each consecutive pair of configurations ( $q_{i}, q_{i+1}$ ) on the path $\pi_{b}$. By lemma 1 , as $\epsilon \rightarrow 0$ and $\epsilon_{s} \rightarrow 0$, a shortest path $\pi_{b}$ on $G_{b}$ must exist connecting $q_{s}$ to $q_{t}$. Because the cell planner PRM* is guaranteed to return a feasible path at high enough resolution, $\sigma$ must be feasible as long as each consecutive pair of configurations ( $q_{i}, q_{i+1}$ ) is connectable. The feasibility of the path between each $\left(q_{i}, q_{i+1}\right)$ depends on the error $K_{C}$, which as argued above, converges to 0 as $\epsilon \rightarrow 0$. Thus as $\epsilon$ and $\epsilon_{s}$ approach 0 , PLRC* is guaranteed to return a feasible solution.

Theorem 2 (Asymptotic optimality of PLRC*): RCRM is asymptotically optimal with respect to $\epsilon$ and $\epsilon_{s}$.

Proof: Again, let $\sigma$ denote the path produced by PLRC*. By Theorem 1, we know that the solution $\sigma$ is feasible, and by lemma 1 the distance between corresponding boundary configurations $\pi^{*}[i]$ and $\pi_{b}[i]$ approaches 0 . Given a sufficiently dense $\mathrm{PRM}^{*}$, the path returned by the cell planner is the optimal path between each waypoint on $\pi_{b}$. Since each configuration on $\pi_{b}$ is arbitrarily close to $\pi^{*}$, the error of total path length converges to 0 with $\epsilon$ and $\epsilon_{s}$.

## ViI. Future work

The primary contribution of this work is the notion of using spatial decomposition and regressions to construct a
hybrid representation of a search space. We compared the performance of the approach against PRM* in various search spaces and provide a model-agnostic algorithm for regressing distances in search spaces for motion planning. We have tested alternative regression techniques, like XGBoost and neural networks, but not deeply.
Computing all-pairs distance using a dense $\mathrm{PRM}^{*}$ and repeatedly running $\mathrm{A}^{*}$ search is not an elegant approach. Although the regression complex can avoid constructing a dense graph for the entire search space since it only needs roadmaps in local cells, there is still a lot of computation that goes into constructing these local roadmaps. Setting the limit on the density of the $\mathrm{PRM}^{*}$ is also unclear; denser roadmaps provide more optimal paths, but at the cost of construction time and memory. Our experiments navigated this tradeoff through trial and error, and finding the optimal limits on PRM construction will require further experimentation.
Similarly, the computational costs of refinement are significant and may pose a limit on the practical applications of this work. As mentioned in subsection I-B, alternative approaches using smooth approximations during the query phase like that employed by Field D* [10] might be used to reduce the costs of our preliminary approach.
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